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Key concepts, common pitfalls, and best practices in AI

Koçak.

ABSTRACT
Artificial intelligence (AI) and machine learning (ML) are increasingly used in radiology research 
to deal with large and complex imaging data sets. Nowadays, ML tools have become easily acces-
sible to anyone. Such a low threshold to accessibility might lead to inappropriate usage and 
misinterpretation, without a clear intention. Therefore, ensuring methodological rigor is of para-
mount importance. Getting closer to the real-world clinical implementation of AI, a basic under-
standing of the main concepts should be a must for every radiology professional. In this respect, 
simplified explanations of the key concepts along with pitfalls and recommendations would be 
helpful for general radiology community to develop and improve their AI mindset. In this work, 
22 key issues are reviewed within 3 categories: pre-modeling, modeling, and post-modeling. 
Firstly, the concept is shortly defined for each issue. Then, related common pitfalls and best prac-
tices are provided. Specifically, the issues included in this article are validity of the scientific ques-
tion, unrepresentative samples, sample size, missing data, quality of reference standard, batch 
effect, reliability of features, feature scaling, multi-collinearity, class imbalance, data and target 
leakage, high-dimensional data, optimization, overfitting, generalization, performance metrics, 
clinical utility, comparison with conventional statistical and clinical methods, interpretability and 
explainability, randomness, transparent reporting, and sharing data.

Medical images are complex and include huge amounts of minable data.1 This 
led to the rise of a new research field in medical imaging, namely, radiomics.2,3 
Radiomics simply aims to extract high-dimensional data from clinical images, to 

find clinically meaningful correlations and models.2,3 However, complexity and high dimen-
sionality introduced by radiomics exceed not only human comprehension but also the 
capabilities of traditional statistical tools. Artificial intelligence (AI) is now regarded as one 
of the attractive ways to analyze and make predictions on large and heterogeneous data 
sets as commonly seen with radiomic approaches.

As a subfield of AI, machine learning (ML) learns to automatically extract patterns from 
complex data to generate predictions on previously unseen instances, even without a theo-
retical model.4 AI has been increasingly used in radiology research over the years, as evi-
denced by the exponential increase of publications (Figure 1). Typical ML tasks in radiology 
can be like predicting whether a pathology or genomic feature is present or not,5-7 deter-
mining treatment response status,8,9 segmentation,10,11 image quality enhancement,12,13 
contrast medium dose reduction,14 and radiation dose reduction.15,16

Nowadays, ML tools have become so easily accessible to anyone that ensuring method-
ological rigor is of paramount importance, especially in medical applications. Such a low 
threshold to accessibility might lead to inappropriate usage and misinterpretation, without 
a clear intention to do so. Getting closer and closer than ever to the clinical implementation 
of AI, a basic understanding of the key methodological concepts should be a must for every 
professional in the field of radiology.

This article aims to provide a simplified methodological perspective to radiologists 
about the key concepts, common related pitfalls, and best practices of AI and ML. To do so, 
22 important issues are reviewed within 3 consecutive stages: pre-modeling, modeling, and 
post-modeling (Table 1).

Burak Koçak

Key concepts, common pitfalls, and best practices in artificial 
intelligence and machine learning: focus on radiomics

R E V I E W

5

28

You may cite this article as: Koçak B. Key concepts, common pitfalls, and best practices in artificial intelligence and machine learning: focus on radiomics. 
Diagn Interv Radiol. 2022;28(5):450-462.

A R T I F I C I A L  I N T E L L I G E N C E  A N D  I N F O R M AT I C SDiagn Interv Radiol 2022; DOI: 10.5152/dir.2022.211297

From the Department of Radiology 
(B.K.  drburakkocak@gmail.com), Basaksehir Cam 
and Sakura City Hospital, Basaksehir, İstanbul, Turkey.

Received 10 January 2022; revision requested 
21 February 2022; last revision received 8 March 2022; 
accepted 18 March 2022. 

Publication date: 5 October 2022.

DOI: 10.5152/dir.2022.211297

http://orcid.org/0000-0002-7307-396X


Key concepts, common pitfalls, and best practices in AI • 451

Issues related to 
pre-modeling stage
Validity of scientific question

Concept
As with any scientific work, the true 

value of AI largely depends on whether a 
valid scientific clinical question has been 
formulated.

Pitfalls
Disregarding the real-world representa-

tion as a study goal is a very common pit-
fall, ultimately, resulting in the total failure 
in clinical utility.

Best practices
Before beginning an AI project, the 

study’s objective and how it would solve 

the clinical or scientific questions at hand 
must be defined very clearly.17 Having too 
many eligibility criteria generally signals 
unrealistic projects that are far away from 
clinical practice and production at scale. An 
AI project must be clinically meaningful and 
actionable, that is, its predictions should 
induce some action by the physicians or 
patients.18 For instance, a project tries to pre-
dict whether a solitary brain mass belongs 
to lung or breast metastasis. All too often, 
the model developed works with excel-
lent predictive performance, even with the 
independent validation data from another 
institution. Despite being attractive at first 
glance, the model created seems problem-
atic from a clinical perspective. In contrast, 
to use such a model in real life, one must 
question whether the lesion is primary in 
the first place. Furthermore, one should 
also question why other types of metastatic 
lesions are not included. Undoubtedly, the 
project might have been much more valid 
and useful if the primary purpose was to 
discriminate between primary and second-
ary neoplasms and then the multi-class pre-
diction of metastatic subtypes like breast 
versus lung versus others.

Unrepresentative samples

Concept
The actual potential of an AI model is not 

only dependent on the valid scientific ques-
tion but also on whether one has proper 
data to answer that question. Data used for 
AI modeling and future predictions must 
be representative of real-life scenarios in 
terms of distribution (Figure 2). The concept 
applies to both training and test data.

Pitfalls
Focusing on the most common types of 

instances (e.g., lesions, tumors) and disre-
garding the uncommon ones that might 

constitute a considerable proportion is a 
widespread modeling pitfall. This can also 
be defined as spectrum bias.19,20 Such distri-
bution differences or shifts are highly likely 
to cause significant performance problems 
in future predictions.

Best practices
Uncommon categories should not 

be ignored. Those can be grouped as a 

Main points

•	 Medical images are complex and include 
huge amounts of minable data, leading to 
the rise of a new field called radiomics.

•	 High-dimensional data introduced by 
radiomics exceed not only human com-
prehension but also the capabilities 
of conventional statistical tools. In this 
respect, artificial intelligence (AI) seems to 
be an attractive alternative to handle such 
complex data sets.

•	 Low threshold of accessibility to AI and 
machine learning (ML) tools might lead 
to inappropriate usage and misinterpreta-
tion, without a clear intention to do so.

•	 Considering the recent advances of AI in 
the field of radiology, a basic understand-
ing of the key issues of AI and ML should 
be a must for every radiology professional.

•	 To develop and improve the AI mindset 
of the radiology community, simplified 
explanations of the key concepts along 
with pitfalls and recommendations would 
be helpful.

Figure 1.  Count of publications on artificial intelligence and machine learning in the field of radiology, between 2000 and 2021. Search syntax was 
(“artificial intelligence” OR “machine learning”) AND (“radiology” OR “computed tomography” OR “CT” OR “magnetic resonance imaging” OR “MRI” OR 
“ultrasound” OR “radiography” OR “X-ray”) on PubMed/MEDLINE. The last search date was the 12th of December 2021.

Table 1.  Key concepts covered in this review

Stages Key concepts

Pre-modeling Validity of scientific question

Unrepresentative samples

Sample size

Missing data

Quality of reference standard

Batch effect

Reliability of features

Feature scaling

Multi-collinearity

Class imbalance

Data and target leakage

High-dimensional data

Modeling Optimization

Overfitting

Generalization

Post-modeling Performance metrics

Clinical utility

Comparison with 
conventional statistical and 
clinical methods

Interpretability and 
explainability

Randomness

Transparent reporting

Sharing data
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different category (e.g., others) to improve 
the representativeness of the data used. 
This issue is rather significant to detect 
particularly in the test dataset since main 
conclusions are usually based on the per-
formance of the test data. Stratified sam-
pling can be applied to split the data to 
preserve the distribution both in the train-
ing and test sets. In addition to simple sum-
mary statistics of clinical and demographic 
data, a comparison of the error patterns 
using the learning curve approach would 
simplify the identification of the unrepre-
sentative sample problem.

Sample size

Concept
Data size problems affect medical imag-

ing more than any other AI field. This is 
largely due to (i) the high-dimensional 
feature space of the medical images in 
that each pixel or voxel can represent a 

single feature and (ii) a very high number 
of hand-crafted radiomic features that can 
be extracted from original and derivative 
images.1 Such high dimensionality neces-
sitates enormous data sets for proper train-
ing to achieve a particular level of stable 
performance and very low generalizability 
error.21-24

Pitfalls
Training a model with an extremely small 

data set is a common pitfall, leading to 
overfitting, noise, and outliers (Figure 3).

Best practices
The optimal sample size for a particular 

AI algorithm applied to medical imaging 
data is often unknown. Nearly all methods 
for determining the optimal data size are 
empirical. A systematic literature search 
revealed the scarcity of research on data 
size calculation in ML applied to medical 

imaging (not only limited to radiologic 
and nuclear medicine images).25 In this 
recent analysis, such determination pro-
cesses relied on (i) model-based consid-
erations26,27 or (ii) generating predictive 
functions of model strength based on 
empirical testing at selected sample sizes, 
in other words, the learning curve-fitting 
approach.28,29 For tabular data, another 
general recommendation is to have a data 
size that is more than 10 times the number 
of features1,30 or that is with at least 50 sam-
ples.25 Unfortunately, gathering large quan-
tities of high-quality medical image data is 
difficult.31,32 However, there are other ways 
to mitigate this problem: data augmenta-
tion (i.e., transforming original data like 
rotation, scaling, or generating images with 
generative adversarial networks, etc.),33,34 
transfer learning (i.e., fine-tuning or train-
ing previously pre-trained models),35 and 
federated learning (i.e., developing models 
across institutions while protecting data 
privacy).36-38 No matter which technique is 
used, complex methods like deep learning 
still require a significant amount of data. To 
solve this data size problem, some data-
efficient neural network techniques are on 
the horizon such as capsule systems add-
ing viewpoint variance39 and vision trans-
formers having self-attention mechanisms 
focusing on the most valuable components 
of the layers.40-42

Missing data

Concept
Most data sets in the real world contain 

missing data. Missing data can be any-
thing from images with artifacts, missing 
sequence or phase in multi-parametric 
evaluations, incomplete features, and lack-
ing clinical information. Missing values are 
rarely encountered in radiomics because 
features are computed from images and 
patients without imaging studies are usu-
ally excluded.

Pitfalls
Excluding all samples with the missing 

data may cause bias in the results.43

Best practices
Many ML algorithms expect complete 

data and fail to work when the data are 
incomplete. Having missing values is not 
necessarily a drawback, needing careful 
transformations. In addition to deletion 
methods, the missing data may require 
statistical imputation that can be simply 

Figure 2.  Simplified illustration of representativeness of data. The unrepresentative sample includes 
different distributions compared to the target population.

Figure 3.  Simplified illustration of the influence of data size on the performance of machine learning 
models.
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defined as the replacement of missing data 
with new values. To impute, various meth-
ods have been developed such as mean/
mode/median imputation, regression 
imputation, expec​tatio​n–max​imiza​tion,​ 
multiple imputation, and so on.43,44 Another 
alternative would be to use ML algorithms 
that accept missing values or even better 
algorithms that automatically detect and 
deal with missing data. Some algorithms 
can use the missing value as a unique and 
different value when building predictive 
models, such as classification and regres-
sion trees. For instance, a well-known and 
very powerful algorithm called XGBoost 
takes into consideration of any missing 
data.45

Quality of reference standard

Concept
In radiology, the reference standard (i.e., 

label) is generally an accepted test or a 
group of accepted criteria used in clinical 
practice. The reference standard may require 
subjective decisions, resulting in intra-rater 
and inter-rater inconsistencies. Quality and 
stability of reference standard should be 
ensured to achieve a precise evaluation of 
the proposed ML models and comparison 
with the other traditional tools.46

Pitfalls
Mislabeling and selecting an unstable 

reference standard are major problems 
that need to be avoided in developing AI 
models.

Best practices
The reference standard that is more 

insensitive to varying conditions (e.g., the 
dependency of experience) should be 
selected if options exist. In this context, 
intra-rater and inter-rater stability can be 
studied. Nonetheless, it is still very common 
to encounter reliability concerns. To allevi-
ate this issue, consensus evaluations (i.e., 
combining interpretations by more than 
one evaluator) and voting (i.e., selection 
based on majority of decisions) should be 
considered.

Batch effect

Concept
The batch effect can be defined as tech-

nical variations that confound the deter-
mination of valuable features from data 
(Figure 4).47 In radiomics, this problem may 
be caused by the use of different scanners, 

varying acquisition parameters, and image 
processing factors.48 Thus, some subgroups 
might be under-represented, while others 
are unnecessarily over-represented. This 
is highly likely to be a problem for multi-
center projects. Nonetheless, it can be seen 
in single-center studies.

Pitfalls
Disregarding possible batch effects 

might inflate cross-validation accuracy 
which is the standard protocol for classifier 
evaluation in the absence of independent 
validation data sets.

Best practices
In practice, the batch effect is inevitable 

and needs to be dealt with in certain data 
preparation steps. The voxel size, slice thick-
ness, and convolution kernel are relevant 
sources of radiomics variability. Data wran-
gling may include strategies that aim to 
reduce batch effects. Various techniques 

have been investigated in radiomics,48-52 
of which, the ComBat strategy seems 
promising.48,49 In simple terms, this method 
creates a batch-specific transformation to 
represent the whole radiomic data in a com-
mon space lacking center or batch effects 
caused by scanner models, acquisition pro-
tocols, and/or image processing settings.

Reliability of features

Concept
The use of reliable features is impor-

tant for the reproducibility of models. In 
radiomics, such concerns can be encoun-
tered in image acquisition and reconstruc-
tion level (e.g., vendor-based or technical 
differences),53,54 segmentation level (e.g., 
intra- and inter-rater segmentation differ-
ences, slice selection),55 and computation 
level (e.g., different mathematical formulas 
of feature extraction tools, different tech-
niques for normalization, discretization, 
and resampling) (Figure 5).56

Figure 4.  Simplified illustration of the batch effect. Tumor X and tumor Y from 2 different centers are 
classified according to 2 features as principal components. Please note the change of feature values 
following batch effect removal. PC, principal component

Figure 5.  Segmentation and labeling differences. (a) A low-grade glioma segmented by 2 different 
radiologists. (b) Image cropping or labeling for the same tumor with different sizes of boxes. Even 
slight differences in segmentation areas can result in significant changes in feature values or 
representations.
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Pitfalls
Common pitfalls are lack of feature reli-

ability assessment, use of whole data in 
reliability assessment, building AI models 
on non-robust features, and not being clear 
on the computational parameters of the 
features.

Best practices
Considering the variations in image 

acquisition and processing in radiomic 
features, it appears to be a difficult task 
to obtain constant and stable results. 
Therefore, a great effort should be exerted 
to minimize variations. The reliability of 
features can be assessed using several 
approaches such as intra- and inter-rater 
agreement analysis for the detection of 
segmentation differences,57 repeatabil-
ity analysis for automatic methods,58 and 
reproducibility analysis with different 
image acquisition settings or even using 
phantom or simulation measurements.54,59 
Automated techniques, particularly deep 
learning-based methods such as U-Net,60 
might be a better option for segmenta-
tion purposes because it almost com-
pletely avoids rater’s variability. However, 
the generalizability of trained algorithms 
is currently a major limitation, and apply-
ing those algorithms to a different data set 
might result in complete failure. Regardless 
of the methodology, such reliability assess-
ments should be performed on the training 
set without data leakage. For computa-
tional reliability, preprocessing steps (e.g., 
discretization, resampling, standardization, 
registration, filtering) must be transparently 
presented.

Feature scaling

Concept
Radiomic features come in widely dif-

ferent value ranges, influencing the per-
formance of some AI algorithms. Feature 
scaling is the transformation of feature val-
ues to a standard range.

Pitfalls
Ignoring feature scaling may lead to 

overrepresentation or underrepresenta-
tion of some features. Another important 
pitfall is scaling features on the whole 
data set.

Best practices
Feature scaling matters for many of 

the algorithms such as support vector 

machines, k-nearest neighbors, and arti-
ficial neural networks. Most of these algo-
rithms are based on the calculation of 
distance between data points. Feature scal-
ing is also a key part of deep learning-based 
architectures.61 On the other hand, some 
other algorithms do not require feature 
scaling. Most of these are tree-based algo-
rithms such as random forest and XGBoost. 
The procedure can be done in a couple of 
ways, for instance, standardization (i.e., 
z-score normalization), normalization (i.e., 
min-max normalization), or logarithmic 
transformation (Figure 6).62 AI practitioners 
should be cautious while performing fea-
ture scaling to avoid data leakage by sepa-
rately performing the task for training and 
testing data.

Multi-collinearity

Concept
Multi-collinearity (i.e., collinearity) is 

a common statistical problem in which 
at least 2 variables are dependent upon 
each other such that one can be lin-
early predicted from the other with high 
accuracy.

Pitfalls
Creating models with highly correlated 

and clustered variables is a common prob-
lem in modeling. It is much more problem-
atic in linear modeling.

Best practices
Since many radiomic features can be 

repetitively extracted using filtered and 
transformed images, leading to high corre-
lation and clusters, radiomics-based model-
ing is likely to suffer from multi-collinearity.63 
It inflates the variance of the coefficients, 
particularly in linear models. Nevertheless, 
non-linear algorithms can also be affected.64 
Multi-collinearity might or might not influ-
ence the predictive performance of the ML 
models, rather it may affect the individual 
dependence on the features and interpreta-
tion of the final model. The most common 
method for detecting collinearity is bivari-
ate correlation. However, bivariate correla-
tion method disregards the collinearity of 
multiple variables together. In such circum-
stances, variance inflation factor and toler-
ance are well-known methods for removing 
multi-collinear features before modeling.64

Figure 6.  Simplified illustration of common feature scaling techniques: standardization and 
normalization.

Figure 7.  Simplified illustration of modeling with class balance and imbalance. Please note balancing 
the classes results in a new hyperplane and a different model. w, with.
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Class imbalance

Concept
When the number of instances in one 

target class is higher than the other class 
or classes, there exists a class imbalance 
(Figure 7).65 Some ML algorithms are 
tended to vote for the class that constitutes 
the majority if a severe class imbalance is 
present.

Pitfalls
Class imbalance can lead to false impres-

sion of predictive performance due to bias 
toward one class. In medicine, another 
important pitfall is the balancing test set.

Best practices
In ideal conditions, ML algorithms per-

form better when the classes are equal in 
the training set.66 However, this is not com-
mon in the medical context. To fix the class 
imbalance problem, data sets can be rebal-
anced by resampling strategies such as 
under-sampling or over-sampling.67 Such 
sampling strategies are recommended 
only for the training data sets. An alter-
native approach might be optimization 
for detecting true-positive or false-nega-
tive instances depending on the clinical 
need, for instance, screening rather than 
diagnosis.68

Data and target leakage

Concept
Data leakage corresponds to the trans-

fer of data among training, validation, and 
testing data sets, due to incorrect split of 
the data (Figure 8). This concept can also 
be referred to as data snooping bias. Target 
leakage is a special type of data leakage, 
and it happens if a model is trained with 
a feature that will not be available in real 
unseen data (Figure 9).

Pitfalls
Leakage is a simple but major pitfall that 

must be avoided.69 Otherwise, it might 
lead to abnormally high performance of 
the model and significant generalizability 
issues.

Best practices
Data leakage can occur as early as the 

first steps of the pipeline. Therefore, the 
data split must be done at the beginning, 
before any transformation or process-
ing of the images or data. Data snooping 
bias occurs when the test set directly or 

indirectly influences the training process. It 
should be double-checked whether there 
are no data from the same patient placed 
in training, validation, and test sets at the 
same time. If a model is extremely accurate, 
one should be suspicious of the results and 
further evaluate the pipeline for possible 
data and target leakage. For target leakage, 
features having a high correlation with the 
target can be determined with traditional 
statistical analysis.

High-dimensional data

Concept
High-dimensional data refers to having 

numerous features or very wide feature 
space. It forces the algorithms to learn 
several small feature details, causing over-
fitting and generalizability problems, par-
ticularly in situations in which the number 
of features is far greater than the number of 
instances,70-73 which is a common scenario 
in radiomics.

Pitfalls
Reducing the dimension of whole data is 

a common pitfall, which needs to be done 
only in the training set (Figure 8). Also, 

reducing the dimension before the cross-
validation is an incorrect application, lead-
ing to bias.74

Best practices
Reducing the dimension of the data 

called feature selection or dimension 
reduction is a key step for producing valid 
and generalizable results. Several rules 
exist for defining optimal feature numbers 
for given sample size, but no true evidence 
exists in the literature. Several methods 
can be used for dimension reduction.75 
Algorithm-based feature selection meth-
ods, intra-reader and inter-reader reli-
ability analysis, multi-collinearity analysis, 
clustering, principal component analysis, 
and independent component analysis are 
the most common dimension reduction 
techniques. Another very good option 
would be using certain ML algorithms that 
have inherent feature selection capabili-
ties, for instance, XGBoost. All dimension 
reduction techniques should be per-
formed in the training phase, without data 
leakage. It is also best to select features 
within cross-validation folds, not before 
cross-validation.74

Figure 8.  Simplified machine learning pipeline highlighting the recommended and biased ways of 
dimension reduction along with possible data leakage scenarios. It is usually better to make the data 
split at the beginning. When needing calculations to determine the optimal parameters for a 
preprocessing step (e.g., optimal bin-width for radiomic feature extraction), such decisions should be 
made on training data only and transferred to the other splits. The recommended way for dimension 
reduction is to perform it within cross-validation folds.

Figure 9.  Simplified illustration of target leakage. Using data unavailable at the prediction time 
results in inflated and in turn misleading results. w, with; ROC, receiver operating characteristic; 
TPR, true-positive rate; FPR, false-positive rate.
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Issues related to modeling 
stage
Optimization

Concept
ML algorithms have hyperparameters 

that can be externally configured to opti-
mize the model to the given data. The 
process of such configuration is called 
hyperparameter tuning or optimization. 
Optimization is a key step in modeling and 
has a significant impact on the model’s 
performance.

Pitfalls
The most common pitfall is not perform-

ing the optimization at all. Other common 
problems are the selection of wrong perfor-
mance metrics to optimize and overfitting.

Best practices
Optimization of the hyperparameters 

is a key part of any modern ML pipeline. 
Avoiding this step might result in signifi-
cant performance problems on predictions 
of unseen data. Relying on the default con-
figuration of the hyperparameters might 
be inappropriate for the classification or 
regression problem at hand. Optimization 
can be done to increase the performance 
of certain performance metrics such as 
sensitivity, specificity, accuracy, or area 
under the receiver operating characteris-
tic curve depending on the purpose of the 
study, for instance, the screening of disease. 
Overfitting in optimization can be avoided 
by cross-validation or regularization tech-
niques. Random search, grid search, and 
Bayesian optimization are popular meth-
ods that might result in different results 
(Figure 10).76,77

Overfitting

Concept
Overfitting occurs when an algorithm 

learns the patterns of limited data too well 
and is unable to make accurate predictions 
on unseen and new examples (Figure 11a).78 
In other words, it memorizes certain indi-
vidual patterns and noise related to each 
instance of the data set upon which the 
model is developed, making it inflexible to 
make predictions on real data. Most often, 
the algorithm is overfitted to the training 
data set, but overfitting can also occur on 
validation or test set in case one performs 
so many experiments on these data sets 
to find high-performing models. To better 

understand the concept of overfitting, one 
should be familiar with the concepts of bias 
and variance trade-off (Figure 11b).79-80

Pitfalls
Overfitting itself is a common pitfall and 

needs to be dealt with appropriately. The 
main reason for high overfitting in medical 
models is their failure to represent the real-
world situations in the data sets due to high 
degree of heterogeneity of medical data, 
varying demographic and biologic features 
even in the same disease state, differences 
in disease prevalence, vendor-based varia-
tions, and so on.81-84

Best practices
Overfitting is a multi-factorial issue and 

can be amended by following actions 

including using more training data to elimi-
nate statistical bias, preventing informa-
tion and target leakage, using resampling 
techniques, and regularization.85 Among 
these, reducing the complexity by regu-
larization is probably the most important 
step in data science. Before introducing 
the sophisticated techniques for dealing 
with model complexity, it is noteworthy to 
mention that starting with simple models 
such as linear regression, least absolute 
shrinkage and selection operator (LASSO), 
and decision trees is generally regarded as 
the best practice in data science.86 Complex 
algorithms should only be spared only if 
the additional performance gain is required 
or relevant. Model complexity can be 
changed by adjusting the loss function (L1-
L2 regularization, entropy regularization), 

Figure 10.  Over-simplified illustration of different hyperparameter tuning or optimization 
techniques. In grid search, all the hyperparameters are searched within a designated range. In 
random search, randomly selected hyperparameter values are experimented with, which can be 
limited to a maximum number of experiments. The random search takes less time than the grid 
search. Both grid search and random search methods are completely uninformed by the previous 
tuning experiments, which means that previous tuning experiments are not considered in the 
current or future tuning experiments. Bayesian optimization is a completely different and model-
based approach, taking into account the previous experiments to find the best set of 
hyperparameters.

Figure 11.  Illustration of the concepts related to overfitting and bias-variance trade-off. (a) Learning 
and memorizing nearly every detail of the data results in overfitting, leading to failure to fit future 
data points. (b) Bias and variance are 2 sources of error in modeling. Bias is the error that is evident 
when a complex problem is represented by a simple model due to erroneous assumptions. Variance 
is the error that appears when a model is sensitive to very small alterations or noise in the data, 
producing unrealistic patterns. There should be a trade-off between bias and variance to achieve a 
better generalization beyond the training data. When the variance is high and bias is low, overfitting 
becomes inevitable.
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sampling methods (data augmentation and 
cross-validation), and adjusting the training 
phase (dimension reduction or drop-out, 
adding noise, hyperparameter optimiza-
tion, etc.). Of the regularization techniques, 
the most powerful strategies are loss func-
tion modifications and dimension reduc-
tion (feature selection and drop-out, etc.).

Generalization

Concept
Generalization in ML refers to the ability 

of the model to adapt to previously unseen 
and new data. Generalizability can be eval-
uated using internal or external test sets 
(Figure 12).

Pitfalls
Using only internal validation is highly 

likely to result in over-estimated general-
ization performance. Unrepresentativeness 
of the test data in terms of prevalence 
and distribution is a common pitfall.19,87 
Inappropriate sampling strategies and 
data leakage are other common problems. 
Tuning the hyperparameters on the train-
ing data without using a tuning or valida-
tion set is another source of generalizability 
issue.

Best practices
In proper AI-based modeling, the data 

should include 3 partitions: training set, 
validation set, and test set. These data par-
titions are partly or wholly obtained and 
used with different sampling and validation 
strategies such as k-fold cross-validation, 
leave-one-out, hold-out, nested cross-
validation, and so on. For the simplified 
schematic explanations of these methods, 
the readers are kindly referred to the fol-
lowing references.3,88,89 It is crucial to clearly 
understand the terms “validation” and “test.” 

A validation set is used to tune the hyper-
parameters of the algorithm. A test set is 
used to measure the generalization perfor-
mance. The test set can be internal or exter-
nal. AI models’ performance in the clinical 
environment might be different than that 
of the experiments done during develop-
ment. Therefore, it is important and best to 
conduct a generalizability assessment with 
external data obtained directly in the target 
clinical environment.19,78,81,90,91 To further 
improve the generalizability of an AI model, 
additional training rounds and continuous 
learning capabilities might be incorporated 
into the model development stage using 
data from target hospitals and specific 
clinical environments where the end prod-
uct will be used. For a true generalizability 
assessment, an independent test set must 
correctly represent the actual population 
of interest, for instance, in terms of disease 
prevalence and demographics.

Issues related to post-
modeling stage
Performance metrics

Concept
Regardless of being a classification or a 

regression problem, the metrics are essen-
tial parts of performance evaluation in 
every ML pipeline. Appropriate selection 
of these metrics is important for proper 
performance evaluation. Due to several 
reasons such as randomness, data size, data 
perturbations, and class imbalance, the 
value of performance metrics is subject to 
considerable variability.

Pitfalls
Inappropriate selection of metrics and 

disregarding variability of metrics (i.e., sin-
gle-point evaluation) are common pitfalls.

Best practices
Performance metrics should be selected 

based on the characteristics of the data in 
hand (e.g., class imbalance).92-94 Particularly, 
in classification tasks, it is important to eval-
uate confusion matrices that might provide 
broader insights about the capabilities of 
the models both in terms of overall perfor-
mance and class-wise performance. In case 
of class imbalance, metrics like accuracy 
might be misleading. On the other hand, 
there are better metrics that can be used 
if class imbalance exists such as balanced 
accuracy, no information rate, the Matthews 
correlation coefficient, F1 measure, area 
under the receiver operating characteristic 
curve, and area under the precision-recall 
curve. Particularly, if the positive class con-
stitutes the minority class, precision and 
recall can be used. Otherwise, if the nega-
tive class is the majority or there is balance, 
then, area under the receiver operating 
characteristic curve might be a much more 
appropriate metric due to lack of bias to the 
classes. Performance assessments should 
represent the variability limits of the study. 
The confidence interval, standard deviation, 
and standard error are common indicators 
of performance variability and should be 
included in the evaluation process.

Clinical utility

Concept
High predictive performance does not 

necessarily indicate that an AI model can 
improve clinical outcomes or does have 
high clinical utility. It is critical to directly 
assess the efficacy and utility of AI on clinical 
outcomes, in addition to its performance.95

Pitfalls
Assessment for clinical utility is often dis-

regarded in ML-based classification tasks.

Best practices
The 2 most common tools to assess clini-

cal utility are calibration statistics96,97 and 
decision curve analysis.98 Calibration statis-
tics is the process of determining whether 
the predicted probability scores match the 
actual probability scores. Well-calibrated 
models are often much more useful than 
high-performing binary classification mod-
els, giving more insights to clinicians and 
patients about the probabilities (Figure 13). 
Decision curve analysis provides evidence 
about the net benefits of the models, con-
sidering both discriminatory predictive per-
formance and calibration.99

Figure 12.  Simplified illustration of optimal data split and generalizability assessment. 
Hyperparameter tuning needs a different split, namely, validation set (i.e., tuning set). Please note 
that it is much more valuable to perform testing both internally and externally in terms of 
generalizability assessment.
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Comparison with conventional statistical 
and clinical methods

Concept
Due to media hype, AI might lead to 

unrealistic expectations. It should be 
known that traditional methods can out-
perform ML.100

Pitfalls
Evaluation of ML modeling without con-

sidering the traditional methods would 
not reflect the actual impact on real-world 

clinical practice. Disregarding the negative 
results is another problem while comparing 
the methods.

Best practices
Comparisons can be made with tradi-

tional statistical models such as logistic 
regression or widely accepted clinical 
tools like expert readings. Potential gains 
should be meticulously evaluated in terms 
of discriminatory performance and clini-
cal utility. It is noteworthy to mention that 

negative results are also as valuable as the 
positive ones.101

Interpretability and explainability

Concept
ML algorithms are usually perceived 

as black boxes, that is, lacking interpret-
ability and explainability for the process 
that takes place from input to output.102 
Interpretability is the ability to under-
stand the workings of the ML method. 
Explainability is a kind of transparency in 
the processes when the ML model decides. 
Adding interpretability and explainability to 
the ML might provide trust and enhanced 
control (Figure 14).

Pitfalls
Particularly in healthcare, failure in 

achieving improved interpretability and 
explainability will limit the potential impact 
of the model created.

Best practices
Some ML algorithms have the inher-

ent characteristics of interpretability and 
explainability, for instance, linear regres-
sion, logistic regression, decision trees, and 
generalized linear models. However, the 
use of these algorithms may not be the best 
solution to capture the actual complex-
ity of real-world problems. As ML models 
grow in complexity, generating interpre-
table and explainable models becomes 
increasingly difficult. Neural networks or 
ensemble models are complex models and 
need further tools to achieve interpretabil-
ity and explainability. These goals in ML can 
be approached in 2 broad ways: local (i.e., 
explaining based on individual features 
such as local interpretable model-agnos-
tic explanations (LIME)) and global (i.e., 
explaining based on a certain collection of 
features such as partial dependence plots 
(PDP)). Common methods for interpretabil-
ity and explainability are permutation fea-
ture importance,103 PDP,104 LIME,105 Shapley 
additive explanations (SHAP),106 and activa-
tion atlases.107 Still, significant effort goes 
into creating new approaches to deal with 
this problem.

Randomness

Concept
In data science, the results are largely 

dependent on some random components 
such as the order of the instances, selection 

Figure 13.  Clinical utility assessment with calibration statistics. (a) Calibration curves: poorly 
calibrated (i) and well-calibrated (ii) models. (b) Example use case. From the clinical perspective, it is 
much more useful to get well-calibrated probability scores (e.g., predicted probability of having a 
renal mass is 91.2%) rather than binary or multi-class predictions (e.g., the patient probably has a 
renal mass).

Figure 14.  Example of interpretability in a patient with renal cell cancer. (a), Input image. 
(b) The input image is improved with activation mapping, adding some degree of interpretability to 
the model. It might also be useful in getting the attention of human readers. (c) Shapley additive 
explanations (SHAP) plot example for explainability. It simply summarizes how low or high feature 
values impact the model performance.
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of samples or subsamples, initial weights 
that initialize the algorithms, and so on.

Pitfalls
If the randomness is not considered 

very well, it is highly likely to get different 
results even with the same data and set-
tings, leading to uncertainty of the results 
(Figure 15).108 Not considering the possible 
effects of the uncertainty brought by ran-
domness in pre-modeling and modeling is 
a major problem in terms of the reproduc-
ibility of ML models.

Best practices
Fixing the random number generator’s 

seed before model development is a key 
step to achieving reproducible results. It 
should be a default part of each experiment 
from sampling to modeling. Because of the 
dependency of randomness, there will be 
a range of several possible models, not a 
single model. Moreover, simply changing a 
seed value to a different one can drastically 
change the performance of the models cre-
ated.109 Therefore, the performance should 
be evaluated within a range, not a single 
point value.

Transparent reporting

Concept
AI-based modeling is subject to con-

siderable reproducibility and replicability 
issues.108 Considering the heavy parameter 
burden in AI models, slight changes in val-
ues can result in complete failure. The qual-
ity and replicability of the studies can be 
improved and maintained by systematic 
and transparent reporting strategies.

Pitfalls
Incomplete or non-systematic report-

ing of study parameters is the most com-
mon problem. Commonly missed parts 
are preprocessing details (e.g., image resiz-
ing, cropping, standardization, feature 
extraction parameters, etc.), model train-
ing details, and demographic and clinical 
characteristics.110

Best practices
Using checklists or frameworks is the 

most important best practice in transparent 
reporting. Some well-known frameworks 
are Radiomics Quality Score,2 checklist for 
artificial intelligence in medical imaging 
(CLAIM),17 transparent reporting of a mul-
tivariable prediction model for individual 
prognosis or diagnosis,111 and prediction 
model risk of bias assessment tool.112 Among 
them, CLAIM is specifically designed for 
medical imaging-related AI.17 There are also 
other detailed frameworks that can be used 
to improve the methodologic transparency 
of AI and ML-related works.20,88

Sharing data

Concept
AI research might be almost useless 

unless it is reusable, reproducible, and rep-
licable.108 Therefore, sharing data in AI is 
important. Data sharing provides a basis for 
communication with a wider scientific com-
munity that can efficiently build upon the 
proposed project.

Pitfalls
No attempt to share data is a commonly 

occurring problem in AI studies.

Best practices
Data in AI can simply be grouped into 

pre-modeling (raw images, processed 
images, feature data, etc.) and post-mod-
eling data (scripts, model files, etc.). There 
are several ways to share pre-modeling 
data, for instance, data pooling with anony-
mization and federated learning. AI teams 
should at least consider sharing post-mod-
eling data such as scripts and resultant 
model files and using online repositories. 
These are important for better understand-
ing, external validation, and improvement 
of the methodology.

Final Thoughts
AI and ML in medical imaging have sev-

eral different methodological aspects, with 
their challenges and pitfalls. Even though 
it is not possible to cover all key concepts, 
common pitfalls, and best practices in 
a review article, the issues covered here 
will improve the AI mindset of the radiol-
ogy community. As the community gains 
more awareness and experience on key 
methodological issues and related pitfalls, 
it will be easier to evaluate, compare, and 
select the most reasonable solutions for 
the radiologic problems in hand: ML versus 
traditional methods versus combination of 
techniques.
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